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Abstract. The purpose of this study is to compare SARIMA and Holt-Winter's Exponential 

Smoothing methods in an attempt to generate customer transaction forecasting in Store X with 

high accuracy.This study will compare the results of sales forecasting with time series 

forecasting model of Seasonal Autoregressive Integrated Moving Average (SARIMA) and 

Holt Winter's Exponential Smoothing method. SARIMA model still accurate when the time 

series data is only in a short period, this model is accurate on short period foracasting but less 

accurate on long period forecasting. Meanwhile Holt Winter’s Exponential Smoothing  

accurate on forecasting seasonal time series data, either it’s pattern shows trend or not. Both 

models are compared with forecasting data showing seasonal patterns. The data used is the data 

of clothing retail store sales from 2013 to 2017. Accuracy level of each model is measured by 

comparing the percentage of forecasting value with the actual value. This value is called Mean 

Absolute Deviation (MAD). Based on the comparison result, the best model with the smallest 

MAD value is SARIMA model (1,1,0) (0,1,0)12 with MAD value 5.592. From the comparison 

results can be concluded that the SARIMA model is feasible to be used as a model for further 

forecasting.  

1.  Introduction 

In the apparel business it is generally known that consumer demands are very unstable. In fact 

consumer’s choice on fashion generally based on price. In this case, to overcome this condition, the 

managerial store tried to reduce the price by reducing the cost of production or by buying goods 

directly from the manufacturer or the first party. Almost all manufacturers previously mentioned, 

located on a remote island or very far from store X. Thus the process of supply of goods must be done 

with the appropriate strategy and timing. It is intended that the goods are not stacked stockpiled in the 

warehouse, and remain sustainable in supply chain, storage and sales. 

Forecasting customer transaction patterns are done so that the store can determine the strategy in 

choosing collection as well as the appropriate timing to prevent the accumulation of unsold item. Time 

series forecasting methods are probably the most frequently used techniques for prediction of sales 

data. Included in these statistical technique, various well-known models that have formal statistical 

foundations [1]: exponential smoothing [2], Holt Winters model [3], Box & Jenkins model [4], 

regression models [5] or ARIMA. These methods have been implemented in different areas and they 

provide satisfactory results [6]. 

http://creativecommons.org/licenses/by/3.0
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Nevertheless, research on forecasting has not yet compared the seasonal time series model to 

forecast sales transaction. Based on previous studies about fuzzy neural network with application to 

sales forecasting [7], the purpose of this study is to compare SARIMA and Holt-Winter's Exponential 

Smoothing methods in an attempt to generate customer transaction forecasting in Store X with high 

accuracy.[8-10] 

2.  Methods 

Seasonal Autoregressive Integrated Moving Average or better known as SARIMA method is Time 

Series forecasting method for stochastic model data with seasonal data pattern [7]. According to Box 

and Jenkins (1976), Palit and Popovic (2005), Shumway and Stoffer (2006), as cited in [8] the 

SARIMA modeling consists of four steps (1) The model identification phase identifies the variables in 

order to analyze and verify the stationarity of the time-series; this also determines the most relevant 

combination of auto-regression and moving average; (2) The model estimation phase reviews the 

models identified in the first step and determines the most efficient one; (3) The model validation 

phase tests the precision of the chosen model; possible enhancements are also established during this 

phase; (4) The model forecasting phase predicts the future data of the series which are delivered with a 

confidence interval. 

In the Time Series forecasting technique, it is not rarely the data shows a trend pattern, where the 

pattern of data shows a tendency to increase or decrease. Holt-Winter's Exponential Smoothing 

method is a forecasting method with an exponential smoothing approach based on forecasting results 

in the previous period. This method also adds parameters to handle seasonal data patterns. There are 

two main models in Holt-Winter's Exponential Smoothing method, namely multiplicative model and 

additive model. The determination of this model was chosen based on the seasonal pattern [9]. 

2.1.  SARIMA Model 

Seasonal Method Autoregressive Integrated Moving Average or better known as SARIMA method is 

Time Series forecasting method for stochastic model data with seasonal data pattern [7].  

Generally, SARIMA notation is: 

ARIMA (p, d, q) (P, D, Q) s 

With: 

p, d, q : The non seasonal part of the model 

(P, D, Q) s : The seasonal part of the model 

s : Number of periods per season 

The general formula of ARIMA (p, d, q) (P, D, Q) s is as follows: 

 Φ BSϕ
p

(B)(1 − 𝐵)d(1 − BS)DZt =  θq(𝐵)Θq(𝐵S)atp  (1) 

With : 

Bp  : AR Non Seasonal 

Φ BS p  : AR Seasonal 

(1 − 𝐵)𝑑 : differencing non seasonal 

(1 − 𝐵𝑆)𝐷 : differencing seasonal 

𝜃 (B)𝑞  : MA non seasonal 

Θ (BS)𝑞  : MA seasonal 

2.2.  Holt-Winter’s Model 

This method is used when the data show a trend and seasonal behaviour . To deal with seasonality, it 

have been developed a third equation parameter called the "Holt-Winters" method in accordance with 

the name of the inventor. The Holt-Winters method is often called the exponential smoothing method 

that approaches [10]. This method is divided into two parts namely Multiplicative Seasonal Method 
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(Multiplicative Seasonal Method) which is used for seasonal variation of data that has increased / 

decreased (fluctuation), and Additive Seasonal Methods used for constant seasonal variation. 

2.3.  Measures of Accuracy 

It is necessary select a particular measure of accuracy in order to examine the accuracy of the 

forecasting method. Some of the measuring method which generally used are Mean Absolute 

Deviation (MAD) and Mean Square Error (MSE). 

2.3.1.  Mean Absolute Deviation (MAD). MAD is the value of the overall forecasting error for a 

model. The MAD value is calculated by taking the sum of the absolute values of the forecasting error 

divided by the number of data periods.  

 𝑀𝐴𝐷 =  
𝛴|𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒−𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑖𝑛𝑔|

𝑛
 (2) 

Where : 

n = number of data periods 

2.3.2.  Mean Square Error (MSE). Another popular measures of accuracy is MSE, it is widely used in 

study of forecasting [11]–[13] 

 𝑀𝑆𝐸 =  
𝛴(𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝑒𝑟𝑟𝑜𝑟)2

𝑛
 (3) 

Where : 

n = number of data periods 

 

3.  Results and Discussion 

3.1.  SARIMA model 

3.1.1.  Model identification. The process of identifying the data model is done by looking at the plot of 

the actual data, as well as whether the data is stationary or not by looking at the plot of Autocorrelation 

Function (ACF) and Partial Autocorrelation  Function (PACF) (Figure 1-2). 

  

Figure 1. Time series plot. Figure 2. Box-Cox Transformation process. 

Figure 1 shows that the data is influenced by seasonal pattern because there is repetition of pattern 

in certain period (yearly). Figure 2 shows the result of data transformation process with Box-Cox 

Transformation. The data is stationary on the variance because the value of rounded value on the Box-

Cox plot is already worth 1 (figure 3). 
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Figure 3. ACF Plot. 

Figure 3 shows the plot of the ACF, where the data is stationary to the range because there is no lag 

coming out of the dashed line (confidence interval). 

3.1.2.  Parameter Estimation. The model estimation phase reviews the models identified in the first 

step and determines the most efficient one. The candidate is shown in table 1. 

Table 1. SARIMA candidate model. 

MODEL MAD EXPLANATION 

SARIMA (1,1,0)(1,1,0)12 9,430 AR(1) dan SAR(12) significant 

SARIMA (0,1,1)(0,1,0)12 6,678 MA(1) significant 

SARIMA (1,1,0)(0,1,0)12 5,592 AR(1) significant 
 

From table 1 it can be concluded that the best SARIMA model for dress sales data is SARIMA 

(1,1,0) (0,1,0)12 because it has the smallest MAD value that is 5,592. This shows that the model can be 

used for forecasting. 

3.1.3.  Forecasting with SARIMA. After determining the model, selected model can now be used for 

forecasting, table 2 below shows the forecasting phase (table 2). 

Table 2. Forecasting 3 months ahead. 

Period Actual Value Forecast MAD 

January 2017 110 107,832 2,168 

February 2017 74 72,408 1,592 

March 2017 98 84,984 13,016 

 
 

MAD = 5,592 
 

Table 2 shows the forecasting result with SARIMA model (1,1,0)(0,1,0)12 for January to March 

2017. 

3.2.  Holt-Winter’s Exponential Smoothing 

The steps of forecasting with Holt-Winter's Exponential Smoothing method is to analyze the data, 

whether it contains trend and seasonal elements by looking at the pattern formed, then the data is 

predicted using Holt-Winter's Exponential Smoothing with seasonal multiplication method or seasonal 

addition method, then compare where the smallest error value between two methods. Based on the 
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comparison of both multiplicative and additive method apparently that the multiplicative method 

shows the smallest error (Table 3). 

Table 3. Comparison of different smoothing weight with seasonal multiplicative method. 

PERIOD ACTUAL 

SEASONAL MULTIPLICATIVE METHOD 

SMOOTHING WEIGHT 

0,1 ERROR 0,2 ERROR 0,3 ERROR 0,4 ERROR 0,5 ERROR 

Jan-17 110 139,68 29,68 126,95 16,95 128,42 18,42 121,99 11,99 119,22 9,22 

Feb-17 74 84,30 10,30 76,66 2,66 78,40 4,40 74,00 0,00 72,93 1,07 

Mar-17 98 100,05 2,05 90,98 7,02 90,80 7,20 82,39 15,61 80,77 17,23 

    MAD = 14,01 MAD= 8,87 MAD= 10,01 MAD= 9,20 MAD= 9,18 
 

            

PERIOD ACTUAL 

SEASONAL MULTIPLICATIVE METHOD 

SMOOTHING WEIGHT 

0,6 ERROR 0,7 ERROR 0,9 ERROR 0,4 ERROR 1 ERROR 

Jan-17 110 121,61 11,61 117,24 7,24 107,21 2,79 121,99 11,99 97,31 12,69 

Feb-17 74 74,49 0,49 68,95 5,05 63,98 10,02 74,00 0,00 67,20 6,80 

Mar-17 98 82,91 15,09 76,25 21,75 79,50 18,50 82,39 15,61 80,26 17,74 

    MAD = 9,06 MAD= 11,34 MAD= 10,44 MAD= 9,20 MAD= 12,41 
 

Table 3 shows the Comparison of different smoothing weight with seasonal multiplication method. 

It appears in Table 3 that the smallest MAD value in the seasonal multiplication model is the result of 

forecasting with a smoothing weight of 0.2 with MAD 8.87. 

3.3.  Comparison of forecasting method 

Some previous research in the field of forecasting with seasonal patterned data shows various results. 

In Rana [11] SARIMA model shows better performance compared to Single Exponential Smoothing, 

Holt’s, SNAIVE, and Holt Winter’s Exponential Smoothing. In Sartono [14] SARIMA and Holt 

Winter’s shows more accurate forecast, each on different region of research object. In Hu [15] 

comparison between ARIMA and SARIMA to forecast wind speed indicates that SARIMA is more 

accurate because it is able to identify seasonal data.. 

4.  Conclusions 

This paper compares two forecasting method: SARIMA and Holt-Winter’s Exponential Smoothing 

applied forecast sales transaction at store X. It is known that the best model to forecast sales 

transactions in store X is the SARIMA model (1,1,0) (0,1,0)12. This conclusion is concluded based on 

the comparison of the smallest error value with the MAD value of 5.592 on the SARIMA model 

(1,1,0) (0,1,0)12. With accurate forecasting results or estimates, the store management can determine 

the right strategy in determining the timing and selection of collections of goods to be displayed or to 

be stored first in the warehouse. 
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